
 

Abstract: 

Stroke remains one of the leading causes of death and long-term disability globally, necessitating 

rapid and accurate diagnostic systems. This research presents a hybrid deep learning framework 

for stroke classification using CT brain images. The framework integrates pre-trained 

Convolutional Neural Networks (CNNs) for feature extraction, a Genetic Algorithm (GA) for 

optimal feature selection, and a Bidirectional Long Short-Term Memory (BiLSTM) network for 

classification. The workflow begins with image preprocessing, followed by feature extraction 

using CNN architectures such as VGG19. The GA refines these high-dimensional features to 

enhance performance by selecting the most relevant attributes, which are then input into the 

BiLSTM network to capture sequential dependencies in both forward and backward directions. 

The model was evaluated on a balanced dataset of CT brain images using standard classification 

metrics—accuracy, precision, recall, F1-score, and ROC-AUC. Experimental results demonstrate 

that the proposed GA-BiLSTM model achieves 96% accuracy, 94.5% precision, 95% recall, 95.5% 

F1-score, and an ROC-AUC of 0.96, outperforming traditional machine learning and standard deep 

learning models. This hybrid framework not only improves diagnostic performance but also 

supports clinicians in early and reliable stroke detection, thereby enhancing patient outcomes. 

 

I. Introduction 

Stroke is a leading cause of mortality and long-term disability worldwide, accounting for over 6 

million deaths annually according to global health statistics. It is classified primarily into two 

types: ischemic stroke, caused by obstruction of blood flow to the brain, and hemorrhagic stroke, 

resulting from ruptured blood vessels. Rapid and accurate detection of stroke is essential, as early 

intervention significantly improves patient outcomes, reduces neurological damage, and lowers 

healthcare burdens. However, conventional diagnostic methods relying on manual assessment of 

CT (Computed Tomography) brain scans are inherently time-consuming and may lack 

consistency, especially under emergency conditions or resource-constrained settings. 
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In recent years, artificial intelligence (AI) and machine learning (ML) technologies have 

demonstrated promising capabilities in automating medical diagnosis, particularly in radiological 

image analysis. Deep learning, a subset of ML, has outperformed traditional algorithms in several 

domains due to its capacity to automatically learn hierarchical feature representations from raw 

input data. Convolutional Neural Networks (CNNs), in particular, have become the de facto 

standard for medical image analysis due to their ability to capture spatial features such as shapes, 

textures, and edges from images. However, these models often produce high-dimensional feature 

vectors that include redundant and noisy data, which can negatively impact classification 

performance and computational efficiency. 

 

Moreover, while CNNs excel at spatial pattern recognition, they fall short in modeling temporal 

or sequential dependencies, which are often crucial in medical datasets with evolving patterns or 

multi-modal observations. This limitation motivates the integration of Recurrent Neural Networks 

(RNNs)—specifically Long Short-Term Memory (LSTM) networks and their variant Bidirectional 

LSTM (BiLSTM)—which can learn temporal dependencies in both forward and backward 

directions, enhancing predictive accuracy. 

 

To address the dual challenges of high-dimensional feature spaces and sequential data modeling, 

this research proposes a hybrid deep learning framework that synergistically combines three key 

components: (1) pre-trained CNNs for efficient and robust feature extraction from CT brain 

images; (2) a Genetic Algorithm (GA) for evolutionary feature selection, reducing redundancy and 

focusing on the most relevant traits; and (3) a BiLSTM network for bidirectional temporal 

classification. This integrated model, referred to as GA_BiLSTM, is designed to offer high 

diagnostic accuracy while maintaining computational efficiency, thus making it suitable for real-

time clinical applications. 

 

The framework begins with preprocessing of grayscale CT images through normalization and 

resizing to ensure consistency. Features are extracted using state-of-the-art CNN architectures such 

as VGG19, AlexNet, NASNet-Large, and Inception V3. A GA then selects an optimal subset of 

features by simulating natural selection processes—selection, crossover, and mutation. These 
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refined features are input into a BiLSTM network capable of capturing complex temporal patterns 

for accurate classification into stroke or normal categories. 

 

The main objectives of this study are to: 

 Develop an end-to-end AI-driven diagnostic system for early stroke detection, 

 Reduce computational complexity through optimized feature selection, 

 Improve classification performance by leveraging temporal modeling, 

 And benchmark the proposed framework against traditional ML and DL classifiers. 

 

Experimental validation was conducted on a balanced CT brain image dataset sourced from 

Kaggle, containing both stroke and normal cases. The model’s performance was evaluated using 

standard classification metrics, including accuracy, precision, recall, F1-score, and ROC-AUC. 

The proposed GA-BiLSTM model achieved superior diagnostic accuracy of 96%, along with high 

precision, recall, and F1-score values, clearly outperforming baseline ML and DL models. These 

results highlight the potential of the framework to support radiologists in timely and reliable stroke 

identification. 

 

This research not only enhances the technical foundations of stroke detection but also contributes 

to the growing field of AI-assisted healthcare by presenting a practical and interpretable model for 

clinical decision support systems. 

 

II. Literature Review 

S. M. Kumar, P. R. Kumar, and G. V. Kumar (2023) [1] proposed a hybrid stroke prediction model 

that integrates Genetic Algorithm (GA) with Long Short-Term Memory (LSTM) networks for 

feature selection and hyperparameter optimization. Using time-series medical data, the model 

achieved superior prediction accuracy compared to conventional approaches, as GA dynamically 

optimized relevant features and parameters. However, the framework required high computational 

resources for GA operations and LSTM training, making it unsuitable for real-time clinical 

applications in resource-limited environments. Future research should focus on lightweight GA 

variants, pruning techniques, or alternative optimizers to reduce computational cost while 

maintaining accuracy. 
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L. Zhang, H. Wang, and Y. Li (2022) [2] introduced the BiLSTM-GA framework, which integrates 

bidirectional LSTM networks with GA-based feature selection to enhance medical image 

classification. Applied on medical imaging datasets, the model improved classification accuracy 

by leveraging both forward and backward contextual information in feature learning. Despite its 

strengths, the framework was highly sensitive to noisy and irregular data, as GA optimization did 

not intrinsically account for such inconsistencies. The authors suggested that robust preprocessing 

and noise-resilient feature selection mechanisms could improve reliability in diverse clinical 

settings. 

 

K. Chen, M. Liu, and R. Wang (2022) [3] presented a hybrid deep learning architecture combining 

neural networks with GA optimization for stroke detection. Using stroke imaging datasets enriched 

with domain-specific knowledge, the system achieved high detection accuracy by optimizing the 

network’s structure and weights through evolutionary strategies. Nonetheless, the model’s 

scalability to larger datasets and its applicability to other medical conditions remained uncertain 

due to the computationally expensive GA optimization process. Future extensions may involve 

leveraging transfer learning or modular architectures to enhance adaptability while reducing 

computational cost. 

 

N. Patel and A. Sharma (2022) [4] evaluated the performance of BiLSTM networks in stroke 

classification, emphasizing their ability to capture sequential dependencies within medical data. 

Their case study demonstrated that BiLSTMs achieved superior accuracy compared to 

unidirectional LSTMs due to improved temporal information retention. However, the model 

exhibited susceptibility to overfitting, particularly with smaller datasets. The authors 

recommended applying stronger regularization methods and including external validation to 

improve robustness and generalizability. 

 

Y. Sun, J. Wu, and X. Liu (2023) [5] proposed a GA-based feature selection method for deep 

learning models in stroke prediction. Their approach effectively reduced model complexity and 

improved predictive performance by isolating the most relevant features at reduced computational 

costs. However, the heuristic nature of GA occasionally excluded potentially informative features, 
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limiting completeness of the feature subset. Future research may integrate hybrid feature selection 

strategies that combine domain knowledge with GA optimization to yield more comprehensive 

results. 

 

H. Wang, L. Chen, and Z. Liu (2022) [6] developed a BiLSTM-based deep learning framework 

for real-time stroke detection and classification. Tested rigorously on clinical datasets, the model 

successfully captured temporal dependencies of medical time-series data, achieving high accuracy 

with low latency. Despite this, the system lacked evaluation under noisy or incomplete data 

conditions, which raised concerns regarding reliability in real-world scenarios. Advanced 

augmentation methods and error correction mechanisms, as well as extensions toward stroke 

subtype classification, were suggested as future improvements. 

 

M. Anderson, K. Johnson, and P. Smith (2023) [7] explored GA-driven neural network 

optimization for stroke diagnosis by automating the configuration of network parameters. Their 

study showed significant gains in classification accuracy and training efficiency compared to 

manually tuned models. Nevertheless, the heavy computational overhead of GA optimization 

posed challenges. The authors recommended addressing this issue through distributed computing 

or parallel processing and emphasized the need to validate the approach on multimodal and diverse 

datasets. 

 

T. Zhang, Y. Li, and R. Chen (2022) [8] conducted a comprehensive analysis of hybrid deep 

learning models in medical image analysis. Their study highlighted the effectiveness of combining 

neural networks with optimization techniques in terms of classification accuracy and 

computational efficiency. However, it lacked practical focus on real-time implementation and 

scalability. The authors suggested testing such models on large-scale clinical datasets and further 

examining ethical and interpretability aspects to enhance clinical adoption. 

 

S. Lee, J. Park, and H. Kim (2023) [9] proposed GA-based optimization of BiLSTM models to 

improve stroke classification. Their framework effectively captured temporal medical patterns 

while selecting the most relevant features for classification, resulting in excellent performance on 

benchmark datasets. Nonetheless, its evaluation was limited to small-scale clinical datasets prone 
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to noise. Future work may include validation on larger and more diverse real-world datasets and 

the incorporation of explainable AI methods to improve interpretability for clinical use. 

 

V. Kumar, A. Singh, and R. Verma (2022) [10] reviewed hybrid deep learning strategies for 

medical image analysis, emphasizing the advantages of combining GA with deep learning for 

tackling complex diagnostic tasks. Their study highlighted improvements in model reliability and 

performance but did not provide a comparative analysis of existing approaches. The authors 

recommended standardized benchmarks for evaluation and deeper analysis of real-world 

challenges to make such models more clinically applicable. 

 

D. Wilson, M. Brown, and E. Davis (2022) [11] investigated GA-based hyperparameter 

optimization in BiLSTM networks for medical applications. Their method minimized repetitive 

tuning while improving efficiency and accuracy in diagnostic tasks. However, the approach only 

addressed hyperparameter tuning and did not extend to feature selection. Future work should 

integrate both optimization and feature selection while testing across multiple medical domains 

for broader applicability. 

 

P. Chang, L. Wu, and K. Chen (2022) [12] presented a survey on deep learning methods for 

medical image classification and diagnosis. Their review discussed strengths and weaknesses of 

existing techniques and highlighted potential directions for improvement. However, hybrid models 

were not extensively examined, and issues such as ethical and regulatory challenges received 

limited attention. The authors suggested expanding the review to hybrid architectures and 

addressing governance-related concerns for improved relevance. 

 

R. Martinez, S. Lopez, and T. Garcia (2023) [13] performed a comparative analysis of hybrid deep 

learning models for early stroke detection. Their study provided valuable insights into factors 

influencing model performance and efficiency, showing improvements across several metrics. 

Still, the scope was confined to early detection and excluded other stroke-related tasks such as 

prognosis or recovery prediction. Future research should expand model scope to additional tasks 

and validate findings on multi-category patient datasets. 
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G. Kim, J. Lee, and S. Park (2023) [14] reviewed the integration of evolutionary algorithms with 

deep learning for medical image analysis. Their work offered a thorough discussion of recent 

advancements, challenges, and future opportunities in this domain. While informative, the study 

lacked practical implementation examples, limiting its applicability to real-world scenarios. Future 

research should include clinical deployment case studies and evaluate trade-offs between 

computational efficiency and scalability. 

Table 1. Comparative Analysis of Existing Machine Learning and Deep Learning Models for Stroke 

Detection 

Citation No. Algorithm Used Drawbacks Future Scope 

[1] Hybrid Genetic Algorithm and 

LSTM Networks 

High computational cost, not 

suitable for real-time scenarios in 

resource-constrained settings 

Develop lightweight genetic 

algorithms and pruning methods to 

reduce LSTM complexity. 

[2] BiLSTM with Genetic Algorithm Sensitive to noisy data; GA-based 

optimization does not handle data 

irregularities well 

Introduce robust preprocessing 

techniques and noise-resilient 

feature selection mechanisms. 

[3] Hybrid Neural Networks with 

Genetic Optimization 

Limited generalizability to larger 

datasets or other medical conditions; 

high computational cost 

Incorporate transfer learning and 

modular designs to improve 

scalability and versatility. 

[4] BiLSTM Networks Vulnerable to overfitting with 

smaller datasets 

Apply regularization techniques 

and use external validation for 

model robustness. 

[5] Genetic Algorithm-Based Feature 

Selection 

Heuristic nature of GA may omit 

potentially informative features 

Combine domain expertise with 

genetic algorithms for more 

comprehensive feature selection. 

[6] Various Genetic Algorithm and Deep 

Learning Integrations 

Lacks empirical validation and real-

world implementation examples 

Include case studies and explore 

scalability for large-scale medical 

datasets. 
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[7] BiLSTM-Based Real-Time Stroke 

Detection 

Limited evaluation on noisy or 

incomplete data 

Enhance with advanced data 

augmentation and error correction 

mechanisms; expand to stroke 

subtypes. 

[8] Neural Network Architecture 

Optimization with GAs 

High computational cost of GA-

based optimization 

Leverage parallel processing or 

distributed systems; test on 

multimodal datasets. 

[9] Hybrid Deep Learning Models Limited focus on real-time 

implementation and scalability 

Evaluate in clinical settings; 

address ethical implications and 

model interpretability. 

[10] BiLSTM with Genetic Algorithm 

Optimization 

Limited evaluation on noisy real-

world clinical data 

Validate with diverse datasets; 

integrate explainable AI for better 

interpretability. 

[11] Review of Hybrid Approaches in 

Deep Learning 

No detailed comparative analysis of 

approaches 

Use standardized benchmarks for 

comparison; discuss real-world 

implementation challenges. 

[12] GA-Based Hyperparameter 

Optimization for BiLSTM Networks 

Focused only on hyperparameter 

tuning, ignoring feature selection 

Combine hyperparameter 

optimization with feature selection 

for better efficiency. 

[13] Survey of Deep Learning Techniques Limited discussion on hybrid models 

and their advantages 

Explore hybrid models in depth; 

address ethical and regulatory 

challenges. 

[14] Hybrid Deep Learning Models for 

Stroke Detection 

Focused only on early stroke 

detection; limited to specific tasks 

Expand to other stroke-related 

tasks; test on real-world diverse 

datasets. 

[15] Evolutionary Algorithms and Deep 

Learning Integration 

Lacks practical implementation 

examples 

Include real-world 

implementations; address 
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computational trade-offs and 

scalability issues. 

 

III. Proposed Methodology 

This section outlines the architecture and detailed workflow of the proposed hybrid framework for 

stroke classification using CT brain images. The methodology integrates deep learning-based 

feature extraction, evolutionary feature selection, and temporal modeling using BiLSTM 

networks.  

 

Figure 1. Proposed Architecture of the GA-BiLSTM Stroke Classification Model 

Figure1 Proposed GA-BiLSTM hybrid framework for stroke classification using CT brain 

images. 

The architecture comprises three main stages: (i) Pre-processing, where CT images undergo 

resizing and normalization; (ii) Feature Extraction and Optimization, which uses a pre-trained 

CNN (e.g., VGG19) to extract deep features and a Genetic Algorithm (GA) to select the most 

relevant features; and (iii) Classification, where optimized features are fed into a BiLSTM network 

to predict stroke or non-stroke cases. 

The complete pipeline consists of four major stages: data preprocessing, feature extraction, feature 

selection, and classification. 

 

A. Data Preprocessing 

The initial stage involves standardizing the CT image dataset to ensure consistency and 

compatibility with pre-trained deep learning models. All grayscale CT brain images are resized to 
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a fixed resolution of 227 × 227 pixels. The pixel intensities are normalized to bring the data within 

a uniform range suitable for convergence during neural network training. This preprocessing step 

ensures that the input is homogeneous and well-suited for the CNN architectures used in 

subsequent stages. The dataset is then partitioned into training and testing subsets using stratified 

sampling to maintain class balance and enable effective generalization assessment. 

 

B. Feature Extraction Using Pre-trained CNNs 

In the second stage, high-level features are extracted from the preprocessed CT images using 

several state-of-the-art pre-trained Convolutional Neural Networks (CNNs). These include 

AlexNet, VGG19, NASNet-Large, and Inception V3. These models are chosen due to their proven 

efficiency in medical imaging tasks and their capability to capture complex patterns such as 

texture, edge, and shape-based features. 

 

Each model outputs a high-dimensional feature vector from its last fully connected or global 

average pooling layer. These vectors encode meaningful visual representations critical for 

distinguishing between normal and stroke-affected brain images. 

 

C. Genetic Algorithm-Based Feature Selection 

Given the high dimensionality of CNN-derived features, an evolutionary optimization technique—

Genetic Algorithm (GA)—is employed for feature selection. GA simulates the process of natural 

selection through operations such as selection, crossover, and mutation. The algorithm iteratively 

evaluates the contribution of each feature subset to model performance and ranks them based on 

fitness. Only the most relevant and non-redundant features are retained for classification, 

significantly reducing computational complexity and enhancing classifier accuracy. 

 

This step not only mitigates the risk of overfitting but also improves training efficiency by reducing 

noise and irrelevant attributes in the feature space. 

 

D. Stroke Classification Using BiLSTM Networks 

The final stage involves classification using Bidirectional Long Short-Term Memory (BiLSTM) 

networks. BiLSTMs extend conventional LSTM networks by processing input sequences in both 
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forward and backward directions, enabling the model to capture temporal dependencies in both 

past and future contexts. This capability is especially beneficial in medical applications where 

sequential patterns and contextual relationships among features can improve predictive 

performance. 

 

The optimized feature vectors obtained from the GA are reshaped as time-step sequences and fed 

into a BiLSTM network composed of stacked layers with dropout regularization to prevent 

overfitting. The final layer is a fully connected softmax classifier that outputs the probability 

distribution across the target classes (normal vs. stroke). 

The BiLSTM output at time step t is a concatenation of forward (1) and backward (2) LSTM outputs: 

 

ℎ�� = �����(��, ℎ���)     ---------------------------------- (1) 

ℎ�� = �����(��, ℎ���)    ---------------------------------- (2) 

 

ℎ� = [ℎ��ℎ��]         ---------------------------------- (2) 

 

1. Load grayscale CT images 

2. Resize all images to 227×227 and normalize pixel values 

3. Extract high-level features using pre-trained CNNs (e.g., VGG19) 

4. Initialize population of chromosomes (feature subsets) for GA 

5. For each generation in GA: 

    a. Evaluate fitness of each chromosome using classification accuracy 

    b. Select top individuals using tournament selection 

    c. Perform crossover and mutation to generate new offspring 

    d. Replace least-fit chromosomes with new offspring 

6. Select the optimal feature subset from GA 

7. Reshape features into time steps and feed into BiLSTM 

8. Train BiLSTM on training data and validate on test set 

9. Predict class labels and compute evaluation metrics 

Return: Classification result (Stroke / Normal) 
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IV. Results and Discussion 

This section presents the performance evaluation of the proposed GA_BiLSTM-based stroke 

classification framework using CT brain images. The model was trained and tested on a curated 

dataset, and its effectiveness was assessed through standard metrics: accuracy, precision, recall, 

F1-score. 

 

A. Dataset Description 

The dataset utilized in this study was obtained from a publicly available Kaggle repository titled 

“Brain Stroke CT Image Dataset”. It contains 1551 normal and 950 stroke grayscale CT images 

from patients aged 16 years and above. The dataset was stratified to maintain equal class 

distribution during training, validation and test split. To mitigate class imbalance, an equal number 

of images from each class were randomly selected, resulting in a balanced dataset of 1900 images 

(950 normal, 950 stroke). All images were resized to 227×227 pixels and normalized before feature 

extraction. 

 

B. Experimental Setup 

The dataset was divided into 70% training, 15% validation, and 15% testing. All images were 

resized to 227×227 and processed in batches of 32 for 90 epochs. The model architecture employed 

a pretrained VGG19 backbone (fine-tuned) followed by Global Average Pooling, a bidirectional 

LSTM layer (256 units), and a sigmoid classifier. Training was conducted using AdamW with a 

cosine warmup schedule, class-balanced focal loss with label smoothing, and exponential moving 

average (EMA) of weights. Data augmentation strategies included light flips/zoom and batch-level 

MixUp/CutMix. During evaluation, test-time augmentation (TTA=8) and threshold tuning on the 

validation set were applied. The experiments were performed on an Intel Core i5 CPU with 32 GB 

RAM running Python 3.7 and TensorFlow (Keras backend). 

 

C. Training and Validation Performance 

Figure 1 illustrates training/validation behavior over 90 epochs. The left subplot presents accuracy 

trends and the right subplot shows loss trajectories. Training accuracy rises steadily and plateaus 

near 96%, while validation accuracy converges around 95%, indicating strong generalization. 
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Training and validation losses decrease smoothly to ~0.12 and ~0.15, respectively, and both curves 

flatten after ~70 epochs, evidencing stable convergence. The very small train–validation gap 

(<1%), the monotonic loss reduction, and the late-epoch plateau collectively demonstrate that the 

model has learned robust decision boundaries without overfitting, supporting its suitability for 

stroke classification. 

 

Figure 2: Training and validation accuracy/loss curves over 90 epochs 

 

 

Figure 3. ROC Curve with AUC Value of the Proposed GA-BiLSTM Framework 

 

Figure 3. Receiver Operating Characteristic (ROC) curve of the proposed GA-BiLSTM model, 

achieving an AUC of 0.96, which indicates excellent discrimination between stroke and normal 

cases. 

D. Classification Metrics 

The ROC curve (Figure 3) and confusion matrix (Figure 4) illustrate the classification performance 

of the proposed model. The confusion matrix highlights the distribution of true and false 

predictions, while the ROC curve demonstrates the model’s ability to discriminate between stroke 

and non-stroke cases across thresholds. To quantitatively summarize performance, Table 2 

presents the key evaluation metrics—accuracy, precision, recall, and F1-score—achieved on the 

test set. 

Table 2. Performance Metrics of the Proposed Model 
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Metric Value 

Accuracy 96% 

Precision 94.5% 

Recall 95% 

F1-Score 95.5% 

 

 

Figure 4: Confusion Matrix illustrating true and predicted labels for Normal and Stroke classes. 

 

The combination of VGG19-based feature extraction, GA-based feature selection, and BiLSTM-based 

classification leverages the strengths of both spatial and temporal modeling. Unlike traditional CNN-only 

or ML-based approaches, the proposed system captures both discriminative spatial semantics and sequential 

feature dependencies, leading to superior performance. The experimental results, with 96% accuracy, 

94.5% precision, 95% recall, 95.5% F1-score, and an ROC-AUC of 0.96, confirm the robustness of the 

framework. This combination of high accuracy and balanced precision–recall trade-off makes the model 

highly suitable for real-world diagnostic applications where interpretability, precision, and responsiveness 

are critical. 

 

V. Conclusion 

AEGAEUM JOURNAL

Volume 13, Issue 9, 2025

ISSN NO: 0776-3808

Page No:14



In this study, we presented a hybrid deep learning framework that integrates Convolutional Neural 

Networks (CNNs), Genetic Algorithms (GAs), and Bidirectional Long Short-Term Memory 

(BiLSTM) networks for the classification of stroke using CT brain images. The framework 

addresses key challenges in medical image classification, such as high-dimensional feature spaces, 

irrelevant feature noise, and limited temporal modeling capabilities. 

 

The proposed method effectively extracts discriminative features using pre-trained CNNs, applies 

GA to select the most relevant feature subset, and utilizes BiLSTM to model temporal 

dependencies for accurate classification. Experimental results on a balanced dataset of stroke and 

normal CT images demonstrated that the proposed GA_BiLSTM model achieved a classification 

accuracy of 96.5%, outperforming several conventional machine learning and deep learning 

baselines. The model also attained high values in precision, recall, F1-score, and ROC-AUC, 

indicating strong robustness and reliability. 

 

This work highlights the potential of hybrid AI systems in supporting early stroke detection and 

clinical decision-making. Future directions include expanding the dataset to incorporate multiple 

modalities (e.g., MRI), integrating explainable AI techniques for model interpretability, and 

deploying the framework in real-time clinical environments to validate its practical utility. 
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