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Abstract— Exhaled breath analysis offers a revolutionary, non-invasive approach to diagnosing liver diseases by detecting volatile 
organic compounds (VOCs) that serve as biomarkers for liver dysfunction. Computational methodologies have significantly advanced 
the analysis of these biomarkers, enabling precise and efficient diagnostic capabilities. This review consolidates existing research on 
computational techniques for VOC analysis, emphasizing their role in liver disease prediction and diagnosis. Despite promising 
advancements in breath analysis and computational models, several key gaps remain in the current research. These gaps include a lack 
of comprehensive datasets, inconsistent VOC biomarkers for liver disease, and limited use of ensemble methods. Additionally, there is a 
lack of user-friendly and accessible tools for clinicians or researchers to input data, and advancements in deep learning architectures 
remain underexplored. Other challenges include variability in environmental and physiological factors, limited real-world validation, 
high computational costs, data imbalance, and the clinical interpretability of models. Future directions include focusing on early 
prediction of liver diseases, the increasing need for non-invasive diagnostic methods, improving the accuracy of detection models, the 
development of robust diagnostic frameworks, real-time analytical tools, and the incorporation of multimodal data for comprehensive 
diagnostics. This review underscores the transformative potential of computational methodologies in revolutionizing non-invasive liver 
disease diagnosis through exhaled breath analysis. 
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I. INTRODUCTION 

Liver diseases, including chronic conditions such as cirrhosis, hepatitis, and non-alcoholic fatty liver 
disease (NAFLD), are leading causes of morbidity and mortality worldwide. Traditionally, the diagnosis 
of these diseases relies on invasive procedures such as liver biopsies, imaging techniques, and blood tests, 
which can be costly, time-consuming, and uncomfortable for patients. As a result, there is an increasing 
demand for non-invasive diagnostic tools that can provide accurate, early-stage detection, and monitoring 
of liver dysfunction. 

Exhaled breath analysis has emerged as a promising alternative for liver disease detection, relying on the 
identification of volatile organic compounds (VOCs) released during metabolic processes in the body. 
The presence of specific VOCs in exhaled breath can serve as biomarkers for various liver conditions, 
reflecting the biochemical changes associated with liver dysfunction. This non-invasive approach 
provides a convenient, cost-effective, and painless method for monitoring liver health. 

Advancements in computational techniques, particularly machine learning (ML) and deep learning (DL), 
have greatly enhanced the ability to analyse complex breath data. These technologies enable the 
identification of subtle patterns in VOC profiles, allowing for the development of predictive models that 
can diagnose liver disease with high accuracy. ML and DL models, such as support vector machines 
(SVM), random forests, convolutional neural networks (CNNs), and long short-term memory (LSTM) 
networks, are increasingly being applied to exhaled breath data for classification and prediction tasks. 
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Despite the potential of exhaled breath analysis combined with advanced computational methods, several                  
challenges remain. Issues such as the lack of standardized datasets, inconsistent VOC biomarkers high 
computational demands, and limited clinical integration hinder the widespread adoption of this 
technology. Furthermore, the need for more accurate, real-time, and accessible diagnostic tools remains a 
critical area for development. 
 
This review explores the current state of research on exhaled breath analysis for liver disease diagnosis, 
focusing on the role of computational methods in improving diagnostic accuracy and overcoming existing 
challenges. The review also discusses future directions, including the development of early detection 
models, the need for non-invasive technologies, and strategies for improving accuracy and clinical 
applicability. 
 

II.  METHODOLOGY 

In recent years, several methodologies have been proposed for the analysis of exhaled breath to diagnose 
liver diseases, employing various computational techniques such as machine learning (ML) and deep 
learning (DL). These approaches aim to analyse the volatile organic compounds (VOCs) in exhaled breath, 
which serve as biomarkers for detecting liver dysfunction. The following sections discuss the methodologies 
covered in the references and literature review, highlighting their effectiveness, challenges, and limitations. 

 
A. Exhaled Breath Analysis: VOC Detection and Collection Methods. 
The primary methodology used for liver disease detection via exhaled breath analysis involves capturing 
VOCs from breath samples using techniques such as gas chromatography-mass spectrometry (GC-MS) 
and proton transfer reaction-mass spectrometry (PTR-MS). These methods provide high sensitivity and 
accuracy in identifying VOCs but are typically complex and expensive, limiting their use in routine 
clinical practice. Some studies, such as those referenced in the literature review, highlight the challenges 
in standardizing breath collection methods and mitigating interference from environmental factors like 
humidity, temperature, and diet [1]. 
The literature review also notes the inconsistency in the biomarkers for liver diseases, with some VOCs 
appearing in certain liver conditions but not others. This variability complicates the development of 
robust diagnostic models that can reliably detect a range of liver diseases across diverse populations [1]. 
 
B. Machine Learning and Feature Selection Techniques 

Machine learning models play a crucial role in analyzing VOC data, as they are capable of identifying 
patterns and classifying samples based on the presence or absence of specific biomarkers. In the study by 
Jagdeep Singh et al. (2019), software-based prediction systems were developed using classification 
algorithms and feature selection techniques to assess liver disease risk levels [2]. The paper emphasizes the 
importance of selecting the most relevant features (VOCs) to enhance model performance. 

Further research, like the study by Srilatha Tokala et al. (2018), utilized logistic regression, support vector 
machines (SVM), and random forests for liver disease classification, focusing on the accuracy and 
interpretability of these models [4]. Feature selection is particularly important in this context, as identifying 
the most influential VOCs is crucial for improving prediction accuracy. However, the literature review 
highlights that some studies have not fully explored feature selection, which can lead to suboptimal 
performance of machine learning models [4]. 
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C. Deep Learning Approaches 
 

Deep learning techniques have gained traction in breath analysis due to their ability to learn complex 
patterns in large datasets without explicit feature extraction. For instance, the study by the Research Square 
team (2023) employed convolutional neural networks (CNNs) to analyze VOC profiles from exhaled breath, 
focusing on identifying liver cirrhosis stages with high sensitivity and accuracy [5]. CNNs, along with 
recurrent neural networks (RNNs) such as long short-term memory (LSTM) networks, have shown promise 
in extracting temporal and spatial features from breath data. 

Study from the literature review discusses the use of a hybrid architecture that combines CNNs, LSTMs, and 
fully connected deep neural networks (DNNs), offering a relative improvement in performance over 
individual models. However, the review also notes that the specific contributions of each model component 
to the overall performance are often not well-explained, making it difficult to assess which aspects are most 
beneficial. 

 
D. Evaluation Metrics and Statistical Tests 

 

Evaluating the performance of machine learning and deep learning models is crucial for determining their 
effectiveness in real-world applications. The study by Oona Rainio et al. (2024) on evaluation metrics and 
statistical tests for machine learning provides insights into how these metrics can be used to compare 
different models. These metrics are essential in breath analysis studies, as they guide the selection of the 
best-performing models based on accuracy, sensitivity, specificity, and other relevant criteria [9]. 

However, the literature review indicates that while various statistical tests are employed in research, 
comprehensive comparisons of different evaluation metrics remain limited. This is important for ensuring 
the reliability and robustness of models, especially when integrating them into clinical practice. 

 

III. CHALLENGES AND RECENT TECHNIQUES IN EXHALED BREATH ANALYSIS FOR LIVER DISEASE PREDICTION 

A. Recent Techniques in Exhaled Breath Analysis for Liver Disease Prediction 

This table offers an overview of the state-of-the-art techniques and their respective gaps in the context of 
exhaled breath analysis for liver disease detection. 
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Table I 

Summary of Recent Techniques in Exhaled Breath Analysis for Liver Disease Detection 

Technique Working Gap Year 
Reference 
Paper 

Gas Chromatography-
Mass Spectrometry 
(GC-MS) 

GC-MS is used to detect and quantify 
VOCs in exhaled breath by separating 
compounds based on their mass-to-charge 
ratio and analysing the spectra. 

High complexity, expensive, and not 
suitable for routine clinical settings; 
requires skilled operators. 

2020 [1] 

Proton Transfer 
Reaction-Mass 
Spectrometry (PTR-
MS) 

PTR-MS is a sensitive method that detects 
VOCs by ionizing them with proton transfer 
and analysing the resulting ions. 

Similar to GC-MS, PTR-MS is costly 
and requires specialized equipment, 
limiting widespread adoption. 

2020 [8] 

Support Vector 
Machine (SVM) 

SVM is a machine learning algorithm used 
for classifying VOC patterns from exhaled 
breath based on a hyperplane that best 
separates data points. 

Requires high-quality datasets and can 
be sensitive to noise in data; needs 
optimization for accurate model 
performance. 

2020 [2] 

Random Forest 

Random Forest is an ensemble learning 
method that combines multiple decision 
trees to improve accuracy by voting on 
classification. 

Often lacks interpretability; may require 
extensive computational power when 
dealing with large datasets. 

2020 [4] 

Convolutional Neural 
Networks (CNN) 

CNNs are deep learning models that process 
VOC patterns by using layers of 
convolutional filters to identify spatial 
hierarchies in the data. 

Requires large datasets and 
computational resources; model 
interpretability remains a challenge. 

2023 [3] 

Long Short-Term 
Memory (LSTM) 

LSTM networks are designed to capture 
long-range dependencies in sequential data, 
making them suitable for time-series VOC 
data. 

Requires large labelled datasets for 
effective training and can be 
computationally expensive. 

2021 [5] 

Hybrid Deep Learning 
Models (CNN+LSTM) 

Combining CNN for feature extraction and 
LSTM for sequence learning improves 
accuracy in classifying complex breath data 
patterns. 

Lack of a clear explanation of the 
contribution of each network component 
to overall performance improvement. 

2021 [5] 

Ensemble Methods 
(e.g., Random Forest + 
SVM) 

Ensemble methods combine the outputs of 
multiple models to improve prediction 
accuracy. 

Limited use in breath analysis, with 
potential for integration with deep 
learning models to enhance 
performance. 

2022 [7] 

Precision Medicine with 
AI 

Using big data and AI, this technique 
predicts health risks based on individualized 
data, improving diagnostic precision. 

Requires integration of multiple data 
sources (socioeconomic, environmental) 
and large-scale datasets to be truly 
effective. 

2020 [9] 

Proton Transfer 
Reaction-Mass 
Spectrometry (PTR-
MS) 

PTR-MS technique focuses on real-time, in-
situ analysis of VOCs by measuring 
protonated ions. 

Limited application for real-time 
analysis and needs calibration for 
individual conditions and environments. 

2020 [8] 

Recent Developments: The table also reflects recent efforts in combining different approaches, such as 
ensemble learning and hybrid deep learning models (e.g., CNN + LSTM), to improve prediction accuracy 
and tackle existing limitations in feature extraction and model interpretability. 

B. CHALLENGES IN EXHALED BREATH ANALYSIS FOR LIVER DISEASE PREDICTION 

The literature review synthesizes several key studies and methodologies in exhaled breath analysis for liver 
disease detection. The following points summarize the primary insights: 
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1. Lack of Comprehensive Datasets: Many studies rely on small or heterogeneous datasets, which 
limits the generalizability of findings. The literature emphasizes the need for large, standardized 
datasets to train robust machine learning and deep learning models capable of handling diverse 
populations [1]. 

2. Inconsistent VOC Biomarkers for Liver Disease: One of the key challenges noted in the literature 
review is the variability in VOC biomarkers for liver diseases. Different liver conditions may exhibit 
different VOC profiles, and environmental factors can further complicate the identification of 
consistent biomarkers. This variability affects the accuracy of diagnostic models [1,6]. 

3. Limited Use of Ensemble Methods: The literature highlights that ensemble methods, which 
combine multiple machine learning models to improve accuracy, are underutilized in the field of 
exhaled breath analysis for liver diseases. Incorporating ensemble techniques could help overcome 
the limitations of individual models and improve prediction accuracy [3]. 

4. Lack of User-Friendly Tools: Despite the advancements in computational models, there is a notable 
gap in the development of user-friendly and accessible tools for clinicians and researchers. The 
literature review emphasizes the need for software that can easily integrate with existing healthcare 
systems and allow for seamless data input and model interpretation [2]. 

5. Advancements in Deep Learning Architectures: While deep learning has shown promise in 
analyzing breath data, the literature review points out that many studies have not fully explored 
advanced deep learning architectures. Further research into novel architectures or hybrid models 
could significantly enhance model performance and reliability [5]. 

6. Real-World Validation: The literature stresses the importance of validating models in real-world 
clinical settings. Many studies rely on controlled environments, which may not account for the 
variability seen in actual clinical practice. Real-world validation is necessary to ensure that models 
can be effectively applied in diverse clinical scenarios [2]. 

 

 

 

 

 
IV. CONCLUSIONS 

 

The methodology discussed in the literature reveals significant progress in the use of exhaled breath analysis 
for liver disease detection, with promising results from both machines learning and deep learning 
techniques. However, challenges such as the lack of comprehensive datasets, inconsistent biomarkers, and 
the underuse of ensemble methods remain obstacles to widespread adoption. Addressing these gaps and 
continuing to refine computational models will be crucial for the development of reliable, non-invasive 
diagnostic tools for liver diseases. Future research should focus on improving model generalizability, 
accuracy, early prediction of disease exploring advanced deep learning architectures, and developing user-
friendly tools for clinical use. 
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